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A Method for the Simulation of Powder Electron Spin Resonance Spectra 
when S > 3; Application to the Iron-Molybdenum-Sulphur Protein of 
Nitrogenase and of Some [ Fe4S,(SR),]3- Clusters 
By David Collison and Frank E. Mabbs,' Chemistry Department, University of Manchester, Manchester 

M I 3  9PL 

A method for simulating powder e.s.r. spectra of systems with S > 4 in the absence of hyperfine interactions is 
described. The method involves diagonalisation of the spin-Hamiltonian matrix, curve-fitting the resulting energies 
to obtain the resonance fields, calculating the transition probabilities ot the resonances, and weighting the energy 
states from which transitions are being stimulated according to their relative thermal occupation. The simulation 
process is applied to published e.s.r. spectra of the FeMo protein and FeMo cofactor from Azotobacter vinelandiiand 
Clostridium pasteurianum, and to the powder spectra of [NR',],[Fe,S,(SR),] (where R' = Pr", R = CH2C6H,; 
R' = Et, R = CH2C6H5 or CH2CGH40Me-p; and R' = Me, R = C6H&b-p). 

THE frozen glass or powder e.s.r. spectra of iron-sul- 
phur,l iron-molybdenum-sulphur proteins, and syn- 
thetic analogues of such proteins,l* are sometimes com- 
plex. The appearance of these e.s.r. spectra are often 
indicative of the presence of paramagnetic centres with 
S> Q. The extraction of spin-Hamiltonian parameters 
from such spectra, or indeed the confirmation of the 
particular choke of the value of s, is not necessarily 
simple, since the powder spectra may include resonances 
which occur when the applied magnetic field is at orien- 
tations other than those parallel to the molecular a x e ~ . ~ - Q  
Thus in order reliably to interpret powder e.s.r. spectra 
it is essential to simulate them. 

The simulation of e.s.r. spectra requires a knowledge 
of the variation of the eigenvalues and eigenvectors of 
the components of the spin, S, with the magnitude and 
direction of the applied magnetic field. For S > 4 this 
information is not generally available as closed form 
expressions or in terms of effective parameters.12 
Thus, e.g. when S = 1 or f, closed form expressions are 
available for any values of g, D, and E only when the 
applied magnetic field is parallel to the molecular axes.11 
These relationships would allow prominent features only 
to be accounted for in a powder e.s.r. spectrum. Under 
the conditions that gPeH 9 D or gp,H Q D, perturbation 
theory may be used to obtain closed form expressions 
for the angular variation of the resonance fields for 
AM, = & 1 transitions, thereby facilitating spectrum 

During the course of our investigations of the e.s.r. 
behaviour of synthetic analogues of iron-sulphur and of 
iron-molybdenum-sulphur proteins, we have discerned 
the need to simulate the e.s.r. spectra of systems with 
S > & when we cannot make any assumptions concern- 
ing either the symmetry or the relative magnitudes of the 
various perturbations present. Thus we wish to report a 
method for the simulation of powder e.s.r. spectra under 
these conditions, and its application to the available 
spectra on the iron-molybdenum protein, the iron-molyb- 
denum co-factor of Axobacter vinelandii, and of Clostrid- 
ium pasteurianum.2 The powder e.s.r. spectra of the 
synthetic cubane cluster compounds [NR',],[Fe,S4- 
(SR),], where R = Pr*, R = CH2C,H,; R' = Et, R = 
CH2C6H, or CH2C6H,0Me-P; R' = Me, R = C,H,Me-p, 
are also simulated. 

EXPERIMENTAL 

Method of Spectrzcm Simulation.-It is assumed that the 
principal axes of the g and zero-field splitting tensors are 
coincident with each other and with the molecular axes. In 
these circumstances the simulation of a powder or frozen 
glass e.s.r. spectrum may be treated as a sum of randomly 
oriented molecules, but with the advantage that the calcu- 
lation can be confined to a single octant of spherical space.21 

A general spin-Hamiltonian, for any S > +, without 
hyperfine interaction, may be written as equation (1) , where 
8 and C$ are the polar angles of the applied magnetic field, 
H ,  with respect to the molecular axes. Since in general we 

When these conditions are not 
satisfied then exact solutions via matrix diagonalisation 
must be used. This approach to the interpretation of 
S > 4 powder or frozen glass spectra has been dis- 
cu~sed.~pS* l** l9 However, these discussions are mainly 
concerned with predicting the major features in the 
spectrum when the applied magnetic field is parallel to 
the principal axes rather than simulating the whole 

14-19 although complete simulations are 

do not wish to make any assumptions concerning the rela- 
tive magnitudes of the Zeeman or zero-field splitting effects 
we require the solution to the secular determinant arising 
from the application of equation (1) to the 2 s  + 1 spin 
components defined as IM,>. For a field-swept e.s.r. 
experiment the variation of the energy levels ci(0,+,H) with 
applied magnetic field is required so that the resonance 
condition [equation (2)] can be examined, where v = applied 

cj(O,+,H) - ci(0i4JH) = h v  (2) 
reported for Some s = $ systems with the restriction to 
axial symmetry.20 

microwave frequency. In the absence of general analytical 
expressions for the variation of energy levels with O,#, H ,  g, D, 
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and E, for S > + ,  we obtain the information required for the 
application of equation (2) by the following curve-fitting 
procedure. For a given set of spin-Hamiltonian parameters 
we diagonalise the secular determinant at each orientation 
of the applied magnetic field a t  a number of magnetic 
fields, H,, separated by intervals AH. This is achieved by 
using the Nottingham Algorithms Group library eigenvalues 
routine FO2AWF on the University of Manchester Regional 
Computer Centre ICL 1900/CDC7600 Joint System to yield a 
set of eigenvalues Ei(8,+,Hn) in ascending order of energy. 
At a fixed value of the magnetic field the energy difference 
between the ith and j th  levels compared to the applied micro- 
wave energy gives the variable AE(H,) in equation (3).  The 

A&(Hn) = cj(e,+,Hn) - ci(e,+,H,J - h v  (3) 

quantity Ac(H,) for the same pair of i and j at  different 
values of H, was then fitted to a polynomial in H ,  using the 
Chebyshev series representation.22 The value of H, for 
which Ac(H,) = 0 was then determined by numerical 
interpolation of the above polynomial using small magnetic 
field intervals 6H. The curve-fitting and interpolation were 
accomplished using the computer routines E02AFF and 
EO2AEF. At this stage i t  does not matter that there may 
have been crossing of the energy levels as the magnetic 
field varied, since eventually the probability of the proposed 
transition was calculated. The value of the magnetic field 
at which equation (2) is satisfied was substituted into the 
energy matrix resulting from equation (1) and the matrix 
rediagonalised to yield the appropriate eigenvalues and 

eigenvectors, +i = c ~ I M ~ ~ ,  using the computer routine 

FOBAXF. The probability, Pi, for the proposed transi- 
tion was then calculated 23 from equation (4) , where qw. is 

2s+1 

Z1 

Pi=I<+i Iq  w.g-s I +j > I 2  (4) 

the unit vector of the microwave field. The above pro- 
cedure was repeated for all pairs of energy levels. In  this 
way the magnetic fields a t  which transitions could occur, 
and their associated transition probabilities, were separately 
stored for the whole range of magnetic fields and angles. 

In many instances spectra are obtained over a wide range 
of temperatures, especially a t  liquid helium temperatures. 
The differential thermal population of the levels from which 
transitions were being stimulated was considered by assum- 
ing a Boltzmann distribution over the energy levels E~ (8,+,H). 
Thus the transition probabilities were weighted by Ci in 
equation (6), where Ci = weighting for the ith level from 

which the transition occurs, and ~j is with respect to the 
lowest energy level for all S states (at the particular 8, 4, and 
H) being defined as zero. 

The simulation of a spectrum of a powder or frozen glass 
proceeded by choosing orientations which defined approx- 
imately equal surface areas throughout an octantJP1 using 
d#(8) = de/sin8, for 8 # 0. The spectrum for a rhombic 
system is thus a sum of spectra obtained from all of these 
orientations. In an axially symmetric case, although the 
spectrum does not change with 4, the number of 4 angular 
contributions must be considered. This was achieved by 
weighting the transition probability a t  each value of 8 by 
[90/d+(w + 1 for + 0. 

The contribution to the first derivative spectrum from 
each individual transition was calculated using the closed 
form equation (6) ,  assuming a Gaussian lineshape function, 
where ( is the transition probability weighted for ther- 
mal population, the number of times, q, a particular S 
occurs a t  the same energy, and 4 angular contributions 

where appropriate. In addition HapPo is the applied mag- 
netic field, H=. the magnetic field for resonance, AB the 
effective linewidth which is related to the molecular line- 
widths W, by equation (7). 

AB = (Wz2sin*8cosa# + Wy2sin88sina# + W,zcos%)* 

The contribution from each transition was truncated for 
Happ. more than &3AB from H-. The total first deriva- 
tive spectrum, TS, was then obtained from equation (8), 

(7) 

0 1 2 3 4 5 6 7 
H/kG 

I 1 I I I I 

4 6 8 10 12 14 
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FIGURE 1 Experimental (this work) and simulated room 
temperature e.s.r. spectra of [(Cu(O,CMe),(H,O)},]. Spectra 
simulated with g, = 2.344, g, = 2.063, g, = 2.093, D = 0.346 
cm-l. E = 0.01 cm-l, W, = W, = 400, W, = 260 G, de = 
3": (a) v = 9.492 GHz; and (b) Y = 34.992 GHz 
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where I is the total number of transitions and m is the 
number of applied magnetic field points each separated by 

The final calculated spectrum was displayed graphically 
on a Benson narrow-drum graph plotter using the GHOST 
graph-plotting routines on the University of Manchester 
Regional Computer. 

AHap P. * 

RESULTS AND DISCUSSION 

The accuracy and successful application of this 
method for simulating powder spectra, without involving 
excessive computation times, depends upon an appro- 
priate choice of the curve-fitting variables and of do. 
In the curve-fitting procedure the accuracy of the reson- 
ance positions has been checked against those calculated 
where analytical expressions are available. In all cases 
we have found that our calculated resonance fields, 
compared to those from the analytical expressions, have 

The choice of d0 is particularly important in terms of 
computation time, since this determines the number of 
matrix diagonalisations which have to be performed. 
Thus a value of d0 as large as possible should be chosen. 
Our empirical observations are that the maximum value 
of d0 is determined by the linewidths of the transitions 
versus the shift of the resonance position with angle. If 
the resonance field changes with d0 by more than the 
linewidth then spurious features appear in the simulated 
spectrum. Such spurious features result in spectra 
which resemble those obtained from incompletely ran- 
domly oriented crystallites and are readily recognised. 
When this occurs then de must be reduced to eliminate 
this effect. 

An example of the comparison between simulated and 
experimental spectra for which the spin-Hamiltonian 
parameters have been determined from single-crystal 
studies is that of bis[bi s(acet at 0) aquacopper( II)] ,24 

0 1 2 3 4 
H I k G  

0 1 2 3 4 
H / k G  

FIGURE 2 Variation with D of the simulated e.s.r. spectra for S = t ,  with Y = 9.25 GHz. g, = g, = g, = 2.0, E = 0.0 cm-1, W, = 
W,  = W,  = 250 G, do = 3"; D = 0.0 (a),  0.1 (b) ,  0.2 (c ) ,  0.3 (d) ,  0.4 (e), 0.6 (f), 0.8 (g), 1.00 cm-l (h) 

a maximum error equal to the magnetic field interval 
used in the interpolation process. It is possible in the 
curve-fitting procedure that some resonances may be 
overlooked by an inappropriately large value of AH. 
This can always be checked by noting the effect of re- 
ducing AH on the computed spectrum. Our experience 
with the method indicates that A H  = 200 G * is a suit- 
able choice for the systems reported here. We have not 
found any situation where resonances have been over- 
looked. 

Figure 1. In this compound the spectrum arises from a 
S = 1 system with rhombic symmetry. The broad line- 
widths required in this room temperature spectrum are 
assumed to arise mainly from unresolved copper hyper- 
fine interactions. The simulated and experimental 
spectra at both X -  and Q-band frequencies are in good 
agreement. The spin Hamiltonian parameters used to 
simulate the spectra were those reported from the single- 
crystal study.% 

* Throughout this paper: 1 G = lo-' T. 
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FIGURE 3 Variation with E of the simulated e.s r. spectra for S = p with v = 9.26 GHz, g, = gz = g, = 2.0, W ,  = W ,  = W ,  = 260 G, 
de = 3’; D = 3.0 (a),  D = 9.0 cm-l (b) .  E = 0.1D (c )  
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Simzllated E.S.R. Spectra of S = 8 Systems, the Irofi- 
Molybdefium Protein, and Iron-Molybdenum Cofactw of 
Nitrogenase.-The S = Q spin state appears to be very 
important in many iron-sulphur proteins and their 
synthetic analogues. Thus the effects on the simulated 
spectra of changing the spin-Hamiltonian parameters 
are of interest and are briefly illustrated in Figures 2 and 
3, assuming typical X-band microwave frequencies 2.e. 
h v  E 0.3 cm-l. Figure 2 illustrates the effect of increas- 
ing D assuming isotropic g values, In this situation all 
the e.s.r. transitions are coincident when D = 0. As 
D is increased the complexity of the spectra increase 
until D > hv ,  at which stage there are only two features 
in the most commonly reported magnetic field range 
(0-5 kG). If numerical values of D and E are required 
it is essential to obtain spectra over as wide a magnetic 
field range as possible since resonances may still be 
observed above 5 kG. In an axially symmetric system 
when ID1 9 hv, the low field resonance corresponds to 

In a system of rhombic symmetry the inequivalence of 
the principal magnetic axes may be introduced into the 
spin-Hamiltonian by having g, # g, and/or E # 0. We 
can examine the following two limiting situations: ( i )  
E # 0, but g, = g,. This is illustrated in Figure 3, 
for D 2 hv .  The main effect, as E increases relative to 
D, is to eventually split the low field resonance into two 
components and when E 2 ca. 0.1 x D ,  weak, formally 
forbidden resonances appear to a higher magnetic field. 
The positions of the resonance fields as a function of DIE 
when the applied magnetic field is parallel to the molecu- 
lar axes are shown in Figure 4. The probability of the 
8- - 8 transition is zero for 8 = 0 and E = 0. 
However, when E # 0 the probability is no longer zero 
at this orientation. Thus the appearance of a weak 
feature to low field of the strong low field resonances 
definitely shows that E # 0. 

(ii) E = 0, but g, # g,. In this case the resonance 
fields of the allowed transitions are given by Hz = hvl 
2gzp and H ,  = hv/2g,p. Hence in this limit any splitting 
of the low field resonance is caused by g value aniso- 
tropy. 

These simulations show that for an S = # spin state 
the powder or frozen glass spectra may consist of a large 
number of features. However, when D 9 hv the spec- 
tra simplify, see Figure 3, and resemble those observed 
for FeMo protein and FeMo cofactor, which are typical 
S = # powder spectra under these conditions. 

The e.s.r. spectra of both the FeMo protein2,26 and 
the FeMo cofactor of nitrogenases from various sources 
have been interpreted as arising from species with S = 
8. The spectrum for FeMo protein has been interpreted 
by Munck et aZ.2s on the basis of g&H< IAI, where A is 
the zero-field splitting, assuming isotropic g values equal 
to 2.0 and only considering transitions which occur when 
the applied magnetic field is parallel to the principal 
axes. This gave E/D = 0.055 whilst the variation in 
signal intensity with temperature leads to A = 10.4 
cm-l. We have simulated the FeMo protein spectrum 

2g*? 

16 

14 

12 

10 
lu 
G 8 -  

6 -  

I -  

as confirmation of the interpretation as S = 8. However, 
it must be stressed that the available data cannot be 
interpreted with a unique set of parameters; we present 
simulated spectra from the two limiting cases discussed 

- 
- 
- 
- 

2 

A 2l 

- "  
I 

O '  1:o 1.5 2.0 2.5 3.0 3.5 
HIkG 

I ( b l  
Y 4 

L 

1.5 2.0 2.5 3.0 3.5 
HIkG 

1 ( c )  

Y 

6 

I 

lu 

http://dx.doi.org/10.1039/DT9820001565


1570 

Figure 5 ( c ) ,  withg, = 2.00, g, = g, = 1.92, D = 8 cm-l, 
E = 0.45 cm-l, W, = 35.0, W, = 50.0, and W ,  = 50.0 
G. For clarity of presentation the spectra are displayed 
with the baselines displaced. Apart from small differ- 
ences in amplitudes the spectra are superimposable. 
Because of the lack of data at magnetic fields greater than 
4 kG it is not possible to define the spin-Hamiltonian 
parameters more closely. It is worth noting however 
that in the second simulation the value of E = 0.45 cm-l 

1 2 3 4 
H / k G  

FXGURE 6 Experimental and simulated e.s.r. spectra for 
FeMo protein of Azobacter vinelandii at 13 K. ( a )  Simulation 
for S = 3 with g, = 2.00, g, = 1.75, g, = 2.03, D = 8.0 cm-l, 
E = 0.0 cm-l, W ,  = 35.0 G, W ,  = W ,  = 50.0 G, do = 
0.6'; (b )  experimental spectrum from ref. 2; (c) simulated 
for S = $ with g, = 2.00, g, = g, = 1.92, D = 8.0 cm-', 
E = 0.45 cm-l, W ,  = 35 G, W ,  = W ,  = 50 G, de = 0.5" 

is approaching the upper limit. of E in this situation, 
since for larger values the formally forbidden +$f-, 
-$ resonance at ca. 1 100 G aquires significant intensity 
which is absent in the experimental spectrum. 

The experimental spectra of FeMo cofactor resemble 
that of FeMo protein with the following differences: (a )  
the main features are broadened; (b )  the resonance 
positions are shifted relative to FeMo protein; ( c )  there 
is a weak temperature dependent resonance at  ca. 1 100 
G ;  ( d )  there is a sharp resonance line slightly on the low 
field side of g = 2, which was attributed to a paramag- 
netic impurity unrelated to the cofactor.2 

If the weak temperature dependent resonance at ca. 
1 100 G is attributed to the m, = $ - m, = -# 
transition of a S = 3 spin system then clearly E # 0, 
although the intense features may still be simulated with 
E = 0, see Figure 6(a ) .  A good simulation of the whole 
spectrum, and that of FeMo cofactor from Clostridium 
pasteurianum at  13 K , has been accomplished, Figure 6(c), 
when E # 0 with the parameters shown in the Figure. 
The choice of D = 8 cm-l was dictated by both the dis- 
appearance of the resonance at ca. 1 100 G on changing 
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the temperature to 4.2 K, see Figure 6(d)-(e), and by  
the absence of other weak resonances in the magnetic 
field range reported. The value of E in this limiting 
situation is determined by the splitting between the two 
intense low field resonances and by the position and 
relative intensity of the weak temperature dependent 
signal. I t  was found that in order to obtain the correct 
lineshape for this latter resonance we required a narrower 

1 2 3 4 
H/kG 

FIGURE 6 Experimental and simulated e.s.r. spectra of FeMo 
cofactor (a) simulated for S = 8 with g, = 2.00, g, = 1.60, 
g, = 2.28, D = 8.0 cm-', W,  = W,  = 22, W, = 150 G. 
T = 13.0 K;  (b )  experimental spectra of Azobacter vinelandii 
at 13 K from ref. 2; (c) simulated for S = 8 with g, = 1.95, 
g, = 1.85, g, = 2.10, D = 8.0 ern-', E = 0.62 cm-l, W, = W ,  = 220, W ,  = 150 G, dB = 3", T = 13.0 K ;  ( d )  experi- 
mental spectrum of Clostridium pasteurianum at 13 K from 
ref. 2; ( e )  experimental spectrum of Azobacter vinelandii at  
4.2 K from ref. 2; (f) simulated for S = $ with g, = 2.00, 
g, = 1.85, g, = 2.10, D = 8.0 cm-', E = 0.62 cm-l, W, = 
W,  = 220, W ,  = 150 G, df3 = 3", T = 4.2 K, computation 
time 49.2 s ;  (g) simulated for S = +, using H parallel to  
molecular axes only with g, = 1.90, g, = 1.85, g, = 2.10, 
D = 8.0 cm-l, E = 0.62 cm-', W ,  = W ,  = 220, W ,  = 160 G, 
T = 13.0 K 
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linewidth than that needed for the other transitions. 
The use of different linewidths for different e.s.r. transi- 
tions within an S manifold has been reported previously 
for Gd3+ in rare-earth trifluorides.= The larger value of 
E and the estimated of A =  23 cm-l from D and E are 

1 L I 

2 4 6 8 
H / k G  

FIGURE 7 Experimental and simulated powder e.s.r. spectra of 
[NPrnJ,[Fe,S,(SCH,C,H,) J at 4.2 K: (a) simulated at 4.2 K 
with g, = 2.06, g, = g, = 1.92, D = 10.0 cm-', E = 0.0 cm-', 
with S = 4 at zero energy, r)  = 2 and W, = W ,  = W ,  = 98 
G and S = # at 10.0 cm-1, q = 1 and W ,  = 300, W ,  = W ,  = 
200 G; (b) experimental spectrum from ref. 6;  (c) simulated 
at 4.2 K with the parameters in (a) except E = 1.0 ern-', 
computation time 60 s 

indicative of a more distorted site in FeMo cofactor than 
in FeMo protein. 

There is the possibility that the weak temperature 
dependent resonance could arise from a separate species 
present in low concentrations. Whilst it is not possible 
to discount this supposition, we feel that the successful 
simulation of the whole spectrum, and its temperature 
variation, lends strong support for the view that the 
whole spectrum does indeed originate from an S = 6 
species which is in an environment of rhombic sym- 
met ry.2* 26 

The likelihood that the e.s.r. spectrum of FeMo cofactor 
arises from spin states other than S = 8 has been consid- 
ered, especially S = #. However, we have been unable 
to simulate satisfactorily the spectra on this basis. 

1571 

Powder E.S.R. Spectra of some [Fe,S4(SR),l3- Clusters. 
-Holm and co-workers have recently reported the pre- 
paration and characterisation of a variety of cubane-like 
cluster compounds of formula [NR',],[Fe,S,(SR),]. The 
e.s.r. spectra of frozen solutions of these species were re- 
ported to be compatible with an S = 8 spin system which 
is either axial or isotropic depending upon solvent con- 
ditions. However, in the solid state the compounds 
exhibited e.s.r. spectra which arose from either (a) 
axially symmetric S = & systems with an additional weak 
resonance at ca. 1 500 G, or (b )  systems with S > & and 
with resonances throughout the region 0-10 000 G (at 
X-band frequencies). However, no detailed interpret- 
ations of these spectra have been reported. It became 
apparent from our simulations of the e.s.r. spectra of 
FeMo cofactor that at least some of the components of 
the category ( b )  spectra were characteristic of S = $ 
spin systems with D > h v .  This agrees with the inter- 
pretation of magnetisation data for [NEt,],[Fe,S,(SCH,- 
C6HS),] where the magnetic moment tends to that 
expected for an S = $ ground state, but with excited 
states of higher spin multiplicitie~.~~ Further, the 
occurrence of the weak feature a t  ca. 1500 G in the 
category (a) spectra (above) suggested the participation 
of an additional S = 3 component. We therefore pre- 
sent here the simulation of the polycrystalline e.s.r. 
spectra of the one category (a) and the three different 
category (b)  compounds that have been reported.s 

[NPr,l,[Fe,S,(SCH2C,H,),1. The experimental spec- 
trum which is typical of category (a) compounds is shown 
in Figure 7(b) .  The main features of the spectrum un- 
doubtedly arise from an S = 4 species. However, 
magnetic susceptibility measurements strongly suggest 
that this spin doublet arises from antiferromagnetic 
exchange interactions within the cubane cluster. Thus 
the possibility of thermal population of other spin states 
exists. In the absence of data on the temperature 
variation of the e.s.r. spectra we have simply empirically 
weighted the contribution to the simulated e.s.r. spectra 
of the various spin states, by a factor 7 ,  until a satisfac- 
tory fit was obtained. 

The simulation of the spectrum assumed contributions 
from S = 4 and S = $ spin states. For axial symmetry, 
and assuming each spin state to have the same g values, 
the simulated spectrum is that in Figure 7 ( a ) .  The simu- 
lation of the major S = 4 part of the spectrum is, as 
expected, extremely good but that for the weaker S = 3 
component is less satisfactory. It occurs at too high 
magnetic field in the simulated spectrum. If we main- 
tain the concept of the g values for each spin state being 
identical, an almost perfect fit was obtained by allowing 
the system to be rhombic by having E # 0, see Figure 
7(c) .  Thus, although the spectrum has the appearance 
of that expected for an axially symmetric system our 
simulations suggest that it may, in reality, arise from a 
species with some rhombic distortion. 

[NEt,] ,[Fe,S, (SCH2C6H,0Me-fi) 4]. The powder e.s. r. 
spectrum at  4.2 K of this compound,6 Figure 8(a), is 
similar to that of FeMo cofactor at the same temperature. 
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The major difference is the weak feature at ca. 4 500 G. 
The observed spectrum can be successfully simulated 
on the basis of a rhombic S = $ system, see Figure 8(b) .  
The small sharp feature superimposed on the feature 
between 3 and 4 kG is attributed to an i m p ~ r i t y . ~  

0 2 4 6 
H l k G  

FIGURE 8 Experimental and simulated powder e.s.r. spectra of 
[NEtJ,[Fe4S4(SCH,C,H40Me-~)J at 4.2 K : (a) experimental 
spectrum from ref. 5 ;  (b) simulated for S = Q with g, = 2.00, 
g, = 1.96, g, = 2.10, D = 6.0 cm-1, E = 0.45 cm-1, W,  = 
430, W,  = 240, Wu = 200 G, d0 = 3’. Computation time 
122 s 

[NEt4],[Fe,S,(SCH,C,HJ4]. The appearance of the 
e.s.r. spectrum of this compound, Figure 9(a)  coupled 
with the magnetic susceptibility data 5927  strongly suggest 
the spectrum contains contributions from more than one 
electronic spin state, S. For S = $ with g = 2 and 
D > hv,  the apparent ‘gl ’ resonance occurs at 3g. Thus 
low field resonance (1) has the position and profile 
consistent with a spin sextet. However we have been 
unable to simulate satisfactorily the spectrum assuming 
only S = Q. The weak feature (2) occurs at a magnetic 
field compatible with the ‘gL ’ resonance from S = # 
when D > hv .  Similarly, the broad feature (4) could 
contain resonances from S = 4. Indeed after many 
attempts we have found it necessary to  include contri- 
butions from S = Q, ZJ and 4. A satisfactory simulated 
spectrum involving the superposition of spectra from 
these three spin states is shown in Figure 9(b) .  The 
sharp feature (3) has been ascribed to impurities5 We 
have included this possibility in our simulation by adding 
the spectrum from a further independent S = $ system, 
the weighting of which was varied in order to obtain a 
satisfactory simulation of the spectrum. The simulations 
were performed assuming axial symmetry. The split- 
ting observed in feature (Z), which is not reproduced by 
the simulation, may be attributed to the presence of a 
small component of rhombic symmetry. However, in 
view of the generally good simulation of the spectrum 
and the lengthy calculation involved we did not consider 
it worth performing the simulation in rhombic symmetry. 
This interpretation compares favourably with the mag- 

J. CHEM. SOC. DALTON TRANS. 1982 

netisation data27 in that it involves a S = $ and a 
higher lying S = 5 spin state. 

The powder e.s . r. spec- 
trum of this compound at 4.2 K, see Figure lO(a), has 
the general appearance of a S = 3 system with D x h v .  
We have been able to simulate most of the spectrum 
reasonably well on this basis, assuming axial symmetry, 

“Me,], [Fe,S, (SC,H,Me-p) ,I. 

0 2 4 6 
H / k G  

FIGURE 9 Experimental and simulated powder e.s.r. spectra 
of [NEt4],[Fe4S4(SCH,C,H,),1 at 4.2 K :  (a) experimental 
spectrum from ref. 5 ;  (b) simulated for S = $ plus S = 8 and 
4 with g, = 1.960, g, = g, = 2.055, D = 10 cm-l, E = 0 cm-l, 
d0 = 3”, T = 4.2 K.  Linewidths for S = g, W, = W ,  = 
W - 400 G; S = Q, W ,  = W, = W,  = 1000 G ;  and S = 
8, W ,  = W ,  = W ,  = 1400 G. Zero-order energies and 
relative weightings: S = Q (28, 0.43); S = Q (10, 0.14); 
S = 4 (0 cm-l, 1). In addition an S = 4 impurity signal with 
g, = 2.30, g, = g, = 1.96, W,  = 70, W ,  = W, = 80 G, and 
relative weighting 0.0043 is included. Computation time 
22.5 s 

u -  

see Figure 10(b). The high g values are dictated by the 
position of the feature centred on ca. 1500 G. The use 
of gl < 2.7 leads to a simulated spectrum with this 
feature a t  higher magnetic fields. The value of D re- 
quired is determined mainly by the separation between 
the weak feature below 1000 G and that at ca. 1 500 G. 
In addition to these requirements we have found it 
necessary to assume a greater linewidth for transitions 
which occur over the magnetic field range 3000- 
5 000 G than for those elsewhere, in order to obtain the 
required spectral profile. Although the simulation does 
not account for the feature a t  ca. 6 000 G it is the closest 
that we have been able to achieve from a consideration of 
any spin states up to and including S = 3. Of the four 
compounds considered this has been the most difficult to 
simulate, and is unusual in that considerably greater 
values of g and smaller values of D are required compared 
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to the other compounds. Although the range of exam- 
ples considered is very limited, it is tempting to attribute 
this difference to the presence of an aryl thiolate group 
as opposed to a more alkyl-like thiolate group in the 
other compounds. 

2 4 6 0 
H / k G  

FIGURE 10 Experimental and simulated powder e.s.r. spectra 
of [NMe4],[Fe4S,(SC6H4Me-p),] a t  4.2 K : (a) experimental 
spectrum from ref. 5 ;  (b) simulated for S = with gl = g l  = 
2.70, D = 0.25 ern-', E = 0.0 ern-', W ,  = W ,  = W ,  equals 
260 G for H in range 0-3 kG; equals 800 G for H in range 
3-5 kG; equals 350 G for H > 5 kG, d0 = 0.5". Comput- 
ation time 75.9 s 

The present empirical approach to the interpretation 
of the e.s.r. spectra of these [Fe4S,(SR)J3- cubane-like 
clusters indicates that they may arise from either a 

5 3 

single thermally occupied spin state or from a number 
of closely spaced states which may have different spin 
multiplicities. The occurrence of an S = # ground state 
in certain of these cluster compounds has been justified 
using a simple spin coupling model between centres with 
S, = 8, S, = S, = S, = 2 spin states and a single iso- 
tropic exchange parameter, J.27 Degeneracies or near 
degeneracies between different spin states are predicted to 
occur if coupling between the S = 2 centres is allowed 
to be different to that with S = Q centres, as expressed in 
equation (9). This is illustrated in Figure 11 where the 
relative energies of the lowest spin states are given. 
These spin states are produced by coupling three tetra- 
hedral FeII ions together, and then coupling the resultant 
spins with the spin of the tetrahedral Fe*II ion according 
to the spin-Hamiltonian (9), where centres 1,2, and 3 are 

Z- = - 2 a ~ ( s ~ . S ,  + Sl.S, + S2.S3) - ~ J S * . S ,  (9) 
the iron(I1) ionswhich are coupled28 to give a set of result- 
ant spins, s*. The s* spins are then coupled with the 
electronic spin, S,, of the iron(1rr) ion to give final result- 
ant spins, s'. 
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